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Abstract Observations show that increased Arctic cloud cover in the spring is linked with sea ice decline.
As the atmosphere and sea ice can influence each other, which one plays the leading role in spring
remains unclear. Here we demonstrate, through observational data diagnosis and numerical modeling, that
there is active coupling between the atmosphere and sea ice in early spring. Sea ice melting and thus the
presence of more open water lead to stronger evaporation and promote cloud formation that increases
downward longwave flux, leading to even more ice melt. Spring clouds are a driving force in the
disappearance of sea ice and displacing the mechanism of atmosphere‐sea ice coupling from April to June.
These results suggest the need to accurately model interactions of Arctic clouds and radiation in Earth
System Models in order to improve projections of the future of the Arctic.

Plain Language Summary Arctic summer sea ice has declined by nearly 50%, leading to a larger
exposed area of open water that persists longer than before. Clouds have large influences on Arctic sea
ice long‐term trends and variability. Atmosphere and sea ice are believed to actively interact with each other
in spring. But attributing cause and effect is difficult. Therefore, this study seeks to answer the following
question: does the atmosphere primarily drive the sea ice changes or does the sea ice dominate changes in
the atmosphere in spring? In this study, we isolated the atmospheric response to Arctic sea ice changes from
coupled system through both observations and model simulations. It suggests that this relationship is
initiated with active coupling in March. Spring clouds then become a driving force in the disappearance of
sea ice from April to June. Overall, identifying the two‐way interactions between Arctic sea ice and
atmosphere is a critical step to improve seasonal sea ice forecasts and future sea ice prediction. The sea ice
coverage and length of the open water season is important for human activities and wildlife. The long‐term
time series will inform future planning of military, civilian, and commercial infrastructure.

1. Introduction

The Arctic near‐surface and lower troposphere are warming faster than the globe as whole, which is known
as Arctic amplification (e.g., Holland & Bitz, 2003). Surface‐based arctic amplification is largely driven by sea
ice loss, which allows for enhanced shortwave absorption at the surface and energy transfer to from the
ocean to the atmosphere with a seasonal delay (e.g., Boisvert & Stroeve, 2015; Serreze et al., 2009). Over
the last few decades, thinner, less expansive Arctic sea ice and a longer melting season have been observed
(Markus et al., 2009; Notz & Stroeve, 2018; Serreze & Stroeve, 2015). Since the dawn of the satellite era,
Arctic summer sea ice has declined by nearly 50% and has accelerated in the early twenty‐first century
(Comiso et al., 2008; Notz & Stroeve, 2018; Serreze & Stroeve, 2015), leading to a larger exposed area of open
water that persists longer than before.

Both dynamic and thermodynamic forces drive sea ice decline. Among them, clouds have a large influence
on Arctic radiation budgets and thus can impact Arctic sea ice long‐term trends and variability. Previous
studies using surface and satellite observations as well as reanalysis products have concluded that the
enhanced longwave forcing due to increased cloudiness and water vapor can accelerate sea ice melt in early
spring, while cloud impacts on absorbed solar radiation become more important for surface warming and
sea ice melt in early summer (e.g.,Cox et al., 2016; Kapsch et al., 2013). The observed sea ice change is
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also altering the exchange of mass, energy, and momentum between the Arctic Ocean and atmosphere. For
example, Atmospheric Infrared Sounder results reveal that the rate of evaporation and moisture flux have
increased over the Arctic regions between 2003 and 2013, a development mainly driven by sea ice loss and
increases in skin temperature (Boisvert et al., 2015; Boisvert & Stroeve, 2015). Spaceborne lidar observations
show that more low‐level clouds are found over newly open water during autumn, spring, and winter, while
summer is the only season without change (Kay & Gettelman, 2009; Morrison et al., 2018). These changes in
cloud coverage and other properties can alter surface radiative fluxes and further affect sea ice melt and
growth.While seasonal differences in observed cloud‐sea ice relationships are consistent with the air‐sea cou-
pling hypothesis (Kay &Gettelman, 2009;Morrison et al., 2018), attributing cause and effect is always difficult
in a coupled system. In general, atmosphere and the sea ice are believed to actively interact with each other in
spring, as suggested by observations (e.g., Kay & Gettelman, 2009). Therefore, this study seeks to answer the
following questions with greater precision: does the atmosphere primarily drive the sea ice changes or does
the sea ice dominate changes in atmosphere in the spring, and how do these relationships differ by month?
A better understanding of cloud‐radiation‐sea ice interactions is essential to represent this relationship in fully
coupled Earth System Models and further improve forecasts of sea ice on seasonal and longer time scales.

Since clouds and their radiative impacts are known to be critical to Arctic climate feedback (e.g., Dong et al.,
2010; Kay et al., 2012), we will particularly examine cloud properties such as cloud fraction (CF) and cloud
water path (CWP), as well as related radiative flux changes at the surface. CF is the percentage of each pixel
in satellite imagery or each grid box in a climate model that is covered with clouds. CWP is defined as the
sum of cloud liquid water path (LWP) and ice water path (IWP). Specifically, LWP is the measure of the
weight of liquid water droplets in the atmosphere above a unit surface area on the Earth, while IWP is
defined as the integral of the ice water content through the depth of an ice cloud layer (Heymsfield et al.,
2003). Both CF and CWP play a major part in the Arctic's energy budget (Curry et al., 1996). In general,
downward longwave radiative flux (LW_down) at the surface mostly depends on CF instead of CWP as
the Arctic clouds are generally optically thick. Within the clouds, liquid water substantially increases the
cloud longwave effect compared to ice water (Shupe & Intrieri, 2004). CWP has a large impact on shortwave
flux as thick clouds reflect sunlight back into space, which causes cooling (Curry et al., 1996). The changes in
radiative balance above the sea ice are important for its melt and growth.

Through an integrative analysis of observation and modeling, we have isolated the atmospheric response to
Arctic sea ice changes from the atmosphere‐sea ice coupled system. We focus on the transitional springtime
months from March to June both because observational studies have determined large signals during this
time and it is a period important for sea ice seasonal forecasts (Cox et al., 2016; Huang, Dong, Xi, Dolinar,
& Stanfield, 2017; Kapsch et al., 2013). To disentangle the role of coupled interactions, we compare coupled
CESM‐Large Ensemble (CESM‐LE) experiments (Kay et al., 2015) with atmosphere‐only experiments that
use prescribed sea ice conditions. Overall, identifying the two‐way interactions between sea ice cover and
Arctic cloud/radiation properties is a critical step to increase the precision of seasonal sea ice forecasts
and to predict the rate of future sea ice loss.

2. Data, Model, and Methods

Cloud properties including CF and CWP used in this study are from the Clouds and Earth's Radiant Energy
System (CERES)–Moderate Resolution Imaging Spectroradiometer (MODIS) SYN1 Edition 3A monthly
gridded data set (1° × 1°) (Minnis, Sun‐Mack, Young, et al., 2011; Minnis, Sun‐Mack, Chen, et al., 2011;
Wielicki et al., 1996). In the Arctic, annual mean CFs from CERES‐MODIS observations have a negative bias
of −11.2% compared to active remote sensor Cloud‐Aerosol Lidar and Infrared Pathfinder Satellite
Observation (CALIPSO; Huang, Dong, Xi, Dolinar, Stanfield, & Qiu, 2017). The surface radiation fluxes
are from CERES Energy Balanced And Filled (EBAF)‐Surface Edition 2.8 data sets. Details about uncertain-
ties of global surface radiative fluxes can be found in Kato et al. (2013) and CERES‐EBAF data quality sum-
mary (2015). Moreover, Huang, Dong, Xi, Dolinar, Stanfield, and Qiu (2017) clearly quantified their
uncertainties over the Arctic. Previous studies concluded that CERES‐EBAF surface should be considered
as a key benchmark for evaluating the Arctic surface radiation budget (Boeke & Taylor, 2016; Christensen
et al., 2016). Sea ice observation is obtained from Nimbus‐7 SSMR and DMSP SSM/I‐SSMIS passive micro-
wave data version 1 provided by the National Snow and Ice Data Center (Cavalieri et al., 1996). The
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uncertainty of sea ice concentration over the Arctic is within ±5% during the winter and increases to ±15%
during the summer with presence of melt ponds over sea ice (Cavalieri et al., 1992).

To further examine whether the Earth System Model is capable to capture the observed features, we mainly
focus onmodel simulations from CESM‐LE project, which provides a comprehensive resource for studying cli-
mate change in the presence of internal climate variability (Kay et al., 2015). The CESM‐LE is run with fully
coupled atmosphere, ocean, land, and sea ice components from 1920 to 2100. For this study we use the
monthly mean atmospheric variables from 40 members of the CESM‐LE, which is provided in a grid of
0.94°(latitude) × 1.25°(longitude; Kay et al., 2012, 2015). Overall, CESM can capture general Arctic cloud,
radiation, and sea ice features (Barton et al., 2012; Kay et al., 2012; Hurrell et al., 2013). And their biases have
been clearly quantified using observations in previous studies (e.g., Barton et al., 2012). Particularly,
Community Atmosphere Model version 5 simulated Arctic CF is biased about twice as much winter cloud
as the CALIPSO observations. When compared appropriately using a cloud simulator, the seasonal cycle of
simulated CF is in better agreement with observed one (Kay et al., 2012, 2016). Moreover, Community
Atmosphere Model version 5 has too few liquid clouds in the Arctic. Therefore, it is not surprising that
CESM‐LE underestimates LW_down flux at the surface (McIlhattan et al., 2017). Despite the mean state being
biased in themodel, CESM reproduces the present‐day observed cloud response to sea ice variability (Morrison
et al., 2019).We do understand that Arctic cloud and radiation properties are not perfectly simulated by CESM;
however, it is still an important tool for us to understand causal relationship in Arctic climate system.

In addition to analyzing observations and CESM‐LE output, a CESM atmosphere‐only experiment was
conducted to investigate the uncoupled atmospheric response to forcing from different September sea ice
extent trends. Due to internal climate variability, all 40 members in CESM‐LE exhibit different linear trends
in the Northern Hemisphere in early twenty‐first century (2006–2021). Seven ensemble members (members
15, 40, 12, 30, 17, 25, 13) among them are selected (Figure S1 in the supporting information) to provide a large
contrast in September sea ice extent linear trends. We then calculate the regression slope between September
sea ice extent and sea ice thickness in each grid cell for 12 months over the Arctic (Figure S2 in the supporting
information) using all 40 members from CESM‐LE. The same methods are also applied for sea ice concentra-
tion and sea surface temperature (not shown). Based on the monthly regression maps between September sea
ice extent and sea ice‐related variables, we then generate the sea ice input data files for seven selected
members separately to use as prescribed surface conditions for the Atmospheric Model Intercomparison
Project (AMIP)‐style simulations. Specifically, different values in the sea ice‐covered regions are used in the
Northern Hemisphere and 40‐member ensemble mean in the tropics and Southern Hemisphere. Seven
CESM AMIP experiments are then run with active atmosphere and land models and the different prescribed
sea ice concentration, sea surface temperature, and sea ice thickness. We use external forcing Representative
Concentration Pathway 8.5 (RCP8.5) from 2006 to 2021 and same spatial resolution as CESM‐LE.

Due to the different spatial resolutions of the satellite products, sea ice concentration data are regridded from
their native 25 km × 25 km to 1° × 1° resolution to make them comparable to the CERES‐MODIS SYN1 and
CERES EBAF data sets. Note that 16‐year linear trends and correlations are calculated when there are more
than eight years of data for both satellite products and CESM‐LE. We avoid using all available time steps in
the raw data for statistical significance test. Instead, following the method in Bretherton et al. (1999), we use
effective sample size by considering the impact of secular trend on the correlation. The evaporation rate in
Figure 3 is converted from latent heat flux at 0 °C from CESM model output, which is, the unit evaporation
rate is roughly equal to 28.94 W/m2 of upward latent heat flux.

3. Results
3.1. Trends of Arctic Clouds in Early Twenty‐First Century

Figure 1 shows the linear trends of total CF over the Arctic during spring (March–June) 2000–2015 from
observations. As shown in Figures 1a–1d, there are significant positive CF linear trends in spring from
NASA CERES‐MODIS satellite retrievals, especially from March to May (Figures 1a–1c). Specifically, rela-
tively large increasing trends are found over the Siberian Sea, Laptev Sea, and Kara Sea in March and
April. At the same time, September sea ice concentration has been retreating rapidly over these regions dur-
ing the period of 2000–2015 (Figure 1e). A previous study found that there are significant negative correla-
tions between springtime CF and September sea ice concentration in the early twenty‐first century (Huang,
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Dong, Xi, Dolinar, & Stanfield, 2017), indicating a potential predictability for autumn Arctic sea ice extent
with cloud observations in early spring.

Earth System Models are important tools for understanding mechanisms driving Arctic change. Therefore,
we examine 40 members from the fully coupled model CESM to evaluate whether they capture linear trends
in CF that are comparable to observations. In fact, the simulated CF linear trends differ considerably across
the 40 members in the CESM‐LE (Figure S3 in the supporting information). Since all 40 ensemble members

Figure 1. The linear trends of satellite retrieved (a–d) cloud fractions fromMarch to June and (e) September sea ice concentration (SIC) over the Arctic (70°–90°N)
regions in early twenty‐first century (2000–2015). Cloud observations are derived from CERES‐MODIS SYN1 Ed3.0 product. The black dots mark the regions
where p < 0.05 (statistical significance at 95% confidence level). Note that Figure 1e was obtained and modified from Figure 1 in Huang, Dong, Xi, Dolinar, and
Stanfield (2017).
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use the samemodel and same external forcing with only small round‐off level differences in their atmospheric
initial conditions in 1920, their spread in CF linear trends can be attributed to internally generated climate
variability alone (Kay et al., 2015). The comparison between satellite retrievals and each ensemble member
in CESM‐LE suggests that the observed positive linear trends of Arctic CF in the early twenty‐first century
are likely due to internal climate variability. But the observed increasing CF trends in early spring still
have found to enhance sea ice melt and further affect sea ice trends (e.g., Huang, Dong, Xi, Dolinar, &
Stanfield, 2017), so understanding the relationship between clouds and sea ice is important.

3.2. Relationships Between September Sea Ice Minimum With Springtime Cloud and
Radiation Properties

To better reveal the relationships between September sea ice and springtime cloud and radiation properties,
the correlations between these variables are shown in Figure 2. Note that the black dots mark the regions
where correlations are 95% statistically significant for CERES‐MODIS, but only the correlations with 95%

Figure 2. The correlations between (a1–d1) springtime total CF and September sea ice concentration (SIC) in CESM‐

Large Ensemble (CESM‐LE; upper, 2006–2021) and CERES‐MODIS (lower; 2000–2015), (a2–d2) springtime total
cloud water path (CWP) and September SIC in CESM‐LE (upper) and CERES‐MODIS (lower), and (a3–d3) springtime
downward longwave (LW_down) flux at the surface and September SIC in CESM‐LE (upper) and CERES‐MODIS (lower)
from March to June in the early twenty‐first century. The black dots mark the regions where p < 0.05 (statistical
significance at 95% confidence level) for CERES‐MODIS. Note that only the correlations with 95% statistically significance
level are shown in CESM‐LE due to large number of data points (640 data samples).
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statistically significance level are shown in CESM‐LE due to large sample size. From observational perspec-
tive, negative correlations between springtime CF and September sea ice concentration are found from
March to May with the strongest negative correlations in April (Figures 2a1–2d1). As a primary cause of
the cloud warming effects, increasing surface LW_down flux tends to reduce September sea ice concentration
bywarming the surface at the same time as CF, as demonstrated in Figures 2a3–2d3. Although LW_down flux
at the surface is not necessarily caused by clouds, previous studies have demonstrated the important contri-
butions of surface warming from clouds to the sea ice melting in spring (Dong et al., 2014; Huang, Dong,
Xi, Dolinar, & Stanfield, 2017; Huang et al., 2018). In springtime, the averaged LWP over the entire Arctic
is greater than the saturation value (30 g/m2) and after this point clouds emit as blackbodies, so that
LW_down flux mostly depends on CF (Shupe & Intrieri, 2004). The negative correlations between
September sea ice concentration and CWP in March and April suggest that the cloud longwave effect results
in clouds warming the surface, and further enhancing sea ice melt. While more widespread positive correla-
tions in May and June (Figures 2c2 and 2d2) suggest that the influence of CWP on shortwave flux dominates
at this time, resulting in clouds cooling the surface. Previous studies have demonstrated the importance of
cloud shortwave effect on Arctic sea ice melting in early summer based on both surface and satellite observa-
tions (Choi et al., 2014; Cox et al., 2016; Dong et al., 2014; Huang, Dong, Xi, Dolinar, & Stanfield, 2017).

In contrast to observations, through the four months the CESM‐LE indicates a relatively weak linkage
between springtime CF and September sea ice concentration, while the relationship between CWP and
September sea ice concentration are much stronger, especially from April to June (Figures 2a2–2d2). In par-
ticular, these relationships are strongest over the Atlantic sector of Arctic Ocean where the relatively large
sea ice melting occurs in early spring (not shown). Furthermore, the negative correlations are found in
LW_down flux at the surface, suggesting that the cloud longwave effect on the sea ice melting increases from
March to June in CESM‐LE on a seasonal basis (Figures 2a3–2d3). But the cloud shortwave effect in early
summer cannot be well captured from CWP perspective. Note that there are large differences in the number
of samples used for the correlation analysis for the CESM‐LE (N = 640) and the satellite retrievals (N = 16),
which may affect the spatial distribution and magnitude. More appropriately, if instead we compare analysis
from each individual member with observations, different members exhibit various spatial patterns due to
internal variability. But their magnitudes of correlations are much closer to observed ones (Figure S6 in
the supporting information). In CESM‐LE, the correlation patterns in surface LW_down flux match better
with CWP than CF. This can be explained by insufficient simulated LWP across the Arctic in the CESM
(Kay et al., 2016). Since the simulated LWP values are much less than 30 g/m2 over the Arctic in spring, long-
wave cloud forcing would substantially increase with LWP (Shupe & Intrieri, 2004). As September sea ice
changes are largely controlled by LW_down flux at the surface, sea ice changes in CESM are more likely
to be affected by CWP rather than CF.

To better explain interannual variability and reduce the effects of long‐term trend, we remove the trend in
the raw data and recalculate their correlations (Figure S7 in the supporting information) to compare with
nondetrended results (Figure 2). From observational perspective, the negative correlations in CF and surface
LW_down flux over the Laptev/Siberian Sea become much weaker after detrending the data. This is consis-
tent with the conclusion from previous study (Huang, Dong, Xi, Dolinar, & Stanfield, 2017): that is, the
Laptev/Siberian Sea shows most significant long‐term trends of cloud/radiation properties in spring, while
it is more meaningful to relate the impact of springtime cloud/radiation properties on September sea ice
retreat at interannual time scale over the Chukchi/Beaufort Sea. But there is no substantial difference
between detrended and nondetrended results in CESM‐LE.

Although there are small differences, both CESM‐LE and CERES‐MODIS observations demonstrate a simi-
lar relationship where increases in springtime clouds and associated radiation effects are related to
decreased sea ice in September. However, the causality in this relationship cannot be clearly identified either
using observations or CESM‐LE simulations as both are in an atmosphere‐sea ice coupled environment.
Therefore, a CESM atmosphere‐only experiment was conducted to examine the uncoupled atmospheric
response to forcing from different September Arctic sea ice extent trends.

3.3. The Atmospheric Response Under Different Arctic Sea Ice Trends

Figure 3 shows the linear trends of cloud and radiation properties for March in the AMIP experiments under
different prescribed September sea ice extent trends during the period 2006–2021. These members are
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displayed in Figures 3a1–3d1 from themost negative sea ice trend (left) to themost positive trend (right). The
largest trends in sea ice reduction (increase) are found in the Atlantic sector of the Arctic Ocean and Bering
Sea. With more sea ice loss and increased sea surface temperature, relatively stronger evaporation is
observed in the region (Figures 3a3–3d3). As a result, an increasing trend of LWP is enhanced
(Figures 3a4–3d4) with faster sea ice decline and surface warming. Meanwhile, an increase in sea ice
extent (Figure 3d1) and sea surface cooling (Figure 3d2) are related to reduced LWP (Figure 3d4). The
LWP results are highlighted here because the presence of liquid water substantially increases the cloud
longwave effect compared to ice water (Shupe & Intrieri, 2004). From Figures 3a5–3d5, the increasing
trends of LW_down flux at the surface tend to increase with larger sea ice retreat, higher temperature,
stronger evaporation, and increased cloud water. Although other factors, such as coupling with lower

Figure 3. The linear trends of Arctic (a1–d1) sea ice concentration (SIC), (a2–d2) sea surface temperature (SST), (a3–d3)
evaporation rate (EVPR), (a4–d4) liquid water path (LWP), and (a5–d5) downward longwave flux (LW_down) at the
surface for March in the early twenty‐first century (2006–2021) in CESM AMIP experiments. The four selected members
(members 15, 12, 17, 13) are displayed from the most negative sea ice extent (SIE) trend (left) to most positive SIE
trend (right) in September. The numbers of linear trends over the Arctic (60°N northward) are shown at the top of each
panel. The black dots mark the regions where p < 0.05 (statistical significance at 95% confidence level). Note that SIC and
SST are prescribed in the CESM AMIP experiment, so their linear trends are statistically significant everywhere.
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latitudes, will modify the exact trends simulated across our AMIP members, these qualitative relationships
between the rate of sea ice retreat and changing atmospheric conditions are generally valid for all seven
members (Figure S8 in the supporting information).

In particular, a clear atmosphere response (CWP, evaporation rate, and surface LW_down flux) to different
sea ice extent trends only can be found in March as changes in key atmospheric variables are highly
affected by sea ice decline/increase (Figure S9 in the supporting information). The trends of related
atmospheric variables in the other three months are random, indicating that there are no significant
atmosphere responses with different sea ice retreat rates in late spring. The cloud response to sea ice loss
largely depends on the strength of atmosphere–ocean coupling which is modulated by air‐sea temperature
gradients and near‐surface static stability in the Arctic (Kay & Gettelman, 2009). Specifically, CF and LWP
increase with decreased atmospheric stability as shown by the NASA A‐Train active remote sensing data
(Taylor et al., 2015). In early spring, when the ocean surface is covered by sea ice, the static stability is
relatively low as the air‐sea temperature gradient is strong; therefore, clouds are normally formed over
newly opened water because of turbulent transfer of heat and moisture flux. More specifically, Arctic
low clouds are more easily formed in an unstable environment when cool air overlies a relatively warm
surface. In this case, there is strong surface‐atmosphere coupling through upward moisture and heat fluxes
due to an unstable boundary layer, as shown in Figures 3a3–3d3. This cloud formation process is usually
found in the North Atlantic (Kay & Gettelman, 2009). In contrast, when there is a weaker air‐sea tempera-
ture gradient as occurs with a melting sea ice surface, a more stable atmosphere limits the turbulent flux
exchange leading to a reduced effect on cloud formation (Herman & Goody, 1976; Kay & Gettelman, 2009;
Taylor et al., 2015).

The comparison between coupled CESM‐LE simulations and forced AMIP experiments helps to disentangle
the roles of springtime clouds and radiation in affecting sea ice trends. The CWP linear trends in these seven
CESM AMIP members and CESM‐LE are different from each other for all four months at 95% significance
level (Figure S10 in the supporting information). By comparing the relationships from the CESM‐LE and
AMIP experiments, it is evident that the atmosphere and sea ice have a two‐way interaction in March.
With accelerated sea ice retreat and surface warming, the presence of open water can enhance evaporation,
which favors the formation of clouds, and therefore reinforces surface warming through downward long-
wave flux changes that further enhance sea ice melting. But starting from April, atmosphere has little
response to the changes in sea ice either from long‐term trend or year‐to‐year climate variability (not
shown). The significant observed positive linear trends of CFs in April and May in the early twenty‐first cen-
tury (Figure 1) exhibit strong negative correlations with September sea ice retreat (Figure 2) from satellite
retrievals. These cloud changes mainly result from large‐scale atmospheric circulation variability (Ding
et al., 2017; Huang et al., 2018; Kay & Gettelman, 2009). More precisely, previous studies found that a stron-
ger anticyclonic circulation over Arctic Ocean with a barotropic structure in the troposphere is an important
contributor to low‐level warming during the period 1979–2014. This near‐surface warming was caused by
increasing LW_down flux above the sea ice which resulted from increased low clouds and water vapor
(Ding et al., 2017).

Figure 4. Schematic diagram describing interactions between springtime cloud and radiation properties and Arctic September sea ice decline.
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4. Summary and Discussion

The schematic diagram for Arctic cloud‐radiation‐sea ice interactions are shown in Figure 4. The conclu-
sions drawn in this study are based on the evidence from both observations and model simulations. The
increasing trend of Arctic clouds in spring is found to be highly correlated with sea ice retreat in the early
twenty‐first century. The cloud longwave effect results in warming the surface in early spring, while cloud
shortwave effect dominates in late spring and early summer. Although cloud shortwave effect on sea ice is
not well captured by CESM, satellite observations have demonstrated that amount of absorbed solar radia-
tion in early summer, which is largely controlled by clouds, exhibits significant negative correlations with
Arctic sea ice concentration in late summer (Choi et al., 2014). Moreover, Huang, Dong, Xi, Dolinar, and
Stanfield (2017) suggested that increasing surface downward shortwave flux in late spring should be attrib-
uted to decreasing CWP in the early twenty‐first century from observational perspective.

In general, the fully coupled model CESM has difficulties in reproducing this observed cloud‐radiation‐sea
ice relationship. A deeper understanding of cause and effect between these variables would help fill in this
gap. Comparing CESM AMIP experiments with different prescribed ice loss rates, we can isolate the atmo-
spheric response to changes in Arctic sea ice from those associated with atmosphere‐sea ice coupling. In
early spring, the atmosphere and sea ice are strongly coupled (two‐way interactions). From April to June,
however, the impacts of cloud and radiation on sea ice become dominant and sea ice has a limited influence
on the overlying atmosphere. The changes in cloud during this period are insteadmainly controlled by large‐
scale atmospheric circulation variability.

As sea ice cover is expected to continue shrinking under the projected RCP8.5 scenario, we also examine the
future relationships between cloud, radiation, and sea ice in early, middle, and late twenty‐first century
through CESM‐LE. The most prominent shift of surface LW_down flux linear trends occurs in March and
April (Figure S12 in the supporting information), during which the correlations between LW_down flux
and sea ice becomemore negative in the late twenty‐first century (Figure S13 in the supporting information).
Therefore, the impacts of cloud and radiation properties on sea ice melting tend to shift to early spring and
become stronger in the middle and late twenty‐first century.

These results improve our understanding of cloud process and its influence on surface energy budget as well
sea ice melt over the Arctic. This will inform the Earth System Models with a more realistic cloud‐radiation
process that governs the seasonal sea ice evolution. In addition, with a better representation of observed
cloud‐radiation‐sea ice relationship, we can substantially improve Earth System Models' ability in simulat-
ing and predicting future Arctic sea ice changes.
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